Supplementary Material for MultiEgo

1 MultiEgo Dataset Instruction
The dataset contains 5 scenes: talking, statement, concert, sword,
and presentation. Each scene provide video, camera intrinsic, cam-
era poses, timestamp, and a sparse point cloud of the first frame
scene.

The file construction is as follows:

scene

| -cam1

| |-<scene>-caml.mp4
| |-intrinsic.txt

| |-camera_poses.txt
| |-sampletime.txt

| -cam2

| -

| -cam4

| -cam5

| -sparse

| -camera.bin
|-images.bin
|-points3D.bin
|-points3D.ply

where <scene>-camx.mp4 is the egocentric video of the per-
former x in the scene. If frame extraction is performed on all videos,
it is recommended to reserve 25 GB of storage space.
intrinsic.txt is the intrinsic matrix of the camera x, in the
format as:

fx 0 cx
0 fy ¢y (1)
0 0 1

camera_poses. txt is the camera poses matrix of the frames

in the <scene>-camx.mp4 . The camera poses are represented as
camera-to-world transformations in the world coordinate system.
The pose in the format as:

5 1 @)
sampletime.txt is the capture time of the acquisition system.
The data in sampletime.txt is in the unit of nano-second.

The sparse directory contains COLMAP [2] binary files for
all images, including intrinsic camera parameters ( camera.bin )
and world-to-camera extrinsic transformations ( images.bin ).

The images.bin file names follow the naming convention

camx_frame_00000.png . Additionally, we provide sparse 3D point
clouds reconstructed from the first frame’s images and supplemen-
tary images, stored in points3D.bin and points3D.ply .

2 Data Processing Details

In the following part, we will explain the details of data annota-
tion process. We assume that after a data acquisition, the i-th AR
glasses acquires a sequence of image frames X;, and a sequence of
gyroscopic pose frames G;.

2.1 Monocular Pose Tracking

As described in Section 3.2 in the paper, each image frame and
gyroscopic pose frame has its own timestamp, with image frames
captured at 30Hz and gyroscopic pose frames at 50Hz. To align these
data streams, we perform Spherical Linear Interpolation (SLERP) on
the gyroscopic pose frames to obtain rotation data G; corresponding
to the exact capture times of the image frames. Specifically, let qo
and g1 denote the quaternions at times # and #1, respectively. The
interpolated quaternion q at time ¢ € (o, t1) is given by:

ﬂ

q=qo(qy g™ ®)
Then we employ several different image-based camera pose es-
timation methods to obtain multiple camera trajectories, in this
paper we use Anycam [4], Mega-SAM [5], CUT3R [3], MonST3R [5]
and PySLAM [1]. We let P; j denote the j-th trajectory of i-th im-
age frame sequence X;, where the translation part is #; ; and the
rotation part is r; ;. It’s notable that we . Subsequently, we fuse all
the trajectories based on the rotation data q obtained by SLERP.
Specifically, we calculate the importance m; of j-th method based

on the L; norms of the difference between G; and rij:

1
Z{ |rljjlél|/1
where I is the number of AR glasses. We obtain the weight w; of
the j-th method based on m;:

4

mj

Z; mp
After the calculation above, a normalized monocular camera
trajectory P; of the i-th AR glasses is given by:
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where Z]. wj-——2— denotes the translation part, and —f——— A
J Hti,j,max” II Zj wjrijll

denotes the rotation part. We abbreviate them as #; and 7;, respec-
tively.

2.2 Multi-camera Pose Synthesis

Before data acquisition, we capture supplementary image sequence
X of the first frame static scene. We process the supplementary im-
age sequence X; and the first frame of all the image frame sequence
Xi by SftM pipeline of COLMAP [2] to reconstruction a static scene.
In this scene, we obtain the absolute pose of different AR glasses
at first frame P; . Then we add the images in X; which have the
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max translation value, into the static scene to obtain the absolute
pose of these images. We denote the displacement value between
the first frame pose and the corresponding max translation pose as
Ati max- To scaling the normalized monocular trajectory P; to the
size of the static scene, we calculate a scale factor s;:

”Ati,max “
Si = V- (7)
”ti,max “
Then, based on normalized monocular pose P; and scale factor

si, the absolute pose sequence of i-th view P; is given by:

Pi=(tio+si-ti-rio, Tio-Ti) (3)
where ;o and r; o denotes the translation and rotation of first frame
pose, tio+s;i-fi-ri,0 and rio - 7; represent the translation and rotation
of the final absolute pose.

3 Consent Forms

Consent forms of performers are shown in figure 1.
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Figure 1: Consent Forms of Performers
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